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Applicability of the Bayesian Sample Size Determination in
Tanzania’s Demographic, Health, and Malaria Survey

Peter Aron Kanyelele?!

Abstract

This study illustrates an exciting case of sample sizes using the Bayesian method, which
rests on Bayesian decision theory and the posterior criterion. A quantitative study
design was used to demonstrate (SSD) using TDHM-MIS as secondary data, consisting
of malaria prevalence among children under age five and a sample of children aged
6-59 months eligible for malaria testing. Analysis using (MCMC) simulation-based
method, employed with the use of non-informative prior, the general-purpose fitting
prior distribution and the informative prior as a subjective sampling prior that
generates the data. The study showed that ALC has an optimal sample size, compared
with ACC and WOC. Key findings suggest that the optimal sample sizes obtained were
not similar, not only because of the choice of priors or lengths, but also because of the
choice of SSD criteria that average over the predictive distribution of the unknown
data. 95% confidence intervals favour ALC over ACC and WOC. Based on the findings,
the study suggests using Bayesian techniques with highly informative priors because
they reduce sample sizes to levels adequate to achieve a set of goals, as illustrated in
the statistical simulation results.

Keywords: Bayesian techniques, Sample Size Determination (SSD), Average Length Criteria
(ALC), Average Coverage Criteria (ACC), Worst Outcome Criteria (WOC).

1.0 Introduction

Bayesian techniques have grown from classical statistics (frequentist alternative methods)
to a mainstream statistical toolkit for empirical and applied research across epidemiology,
spatial modelling, and clinical trial design (Kunzmann et al., 2020). Globally, advances
in technology, computational techniques/tools, the increased availability of historical
and primary data, and the development of decision-theoretic design criteria have made
Bayesian approaches especially attractive for problems in which uncertainty must be
formally incorporated into design and inference (Pan & Banerjee, 2023). Bayesian sample-
size determination (SSD), using predictive (assurance) calculations, posterior-probability
criteria, or formal decision-theoretic loss functions, has been the subject of substantial
theoretical work and software development over the past decade. Recently, the literature
shows that, in practice, fully Bayesian sample size determination is still primarily used
in randomised clinical trials, with many studies relying on hybrid or frequentist-style
justifications rather than transparent fully Bayesian techniques (Wilson, 2022).
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In parallel with global methodological advances, Bayesian methods have been increasingly
applied to public health and epidemiological problems in Africa (Harrell, 2020). Currently,
large-scale spatial and spatial-temporal studies using Bayesian geostatistical and
hierarchical models have produced high-resolution maps and prevalence estimates for
diseases such as tuberculosis and malaria across multiple countries, demonstrating the
technique’s ability to borrow strength across space and to quantify uncertainty at small
geographic scales (Harrell, 2020). Bayesian methods, which leverage hierarchical priors,
spatial random effects, and covariate information, produce estimates that are both
statistically efficient and policy-relevant for resource allocation (Semakula, 2023).

At the country level, applications across Africa further illustrate the practical value of
Bayesian modelling (Reis, 2024). Bayesian epidemiological and forecasting studies have
been used to infer COVID-19 transmission dynamics and change-points in South Africa,
and hierarchical Bayesian meta-analyses have been used to synthesise evidence on child
health risk factors across sub-Saharan countries (Gharbharan et al., 2023). These applied
works show how Bayesian approaches accommodate complex data structures (missing
data, mining data, measurement error, temporally irregular observations) and produce
probabilistic forecasts. Interval estimates that support decision making under uncertainty
conditions (Kunzmann et al., 2021) and (Butler &Blackwell, 2023).

Recently, Tanzanian studies have applied Bayesian spatio-temporal models to malaria
surveillance data, developed Bayesian state-space models and fuzzy-Bayesian inference
for under-five mortality forecasting, and used Bayesian hierarchical approaches to explore
cardiovascular disease trends and other population health outbreaks (Goligher et al.,
2024). These works demonstrate not only the feasibility of Bayesian analyses using global,
local and national data but also the value of explicitly quantifying uncertainty and spatial
heterogeneity for national health planning. However, while Bayesian inference is being
applied and gaining popularity in Tanzania for estimation and forecasting, there remains
limited evidence of Bayesian sample size determination being used systematically in
Tanzanian clinical and epidemiological study design; reporting on how sample sizes are
chosen is often sparse or hybrid in nature (Goligher et al., 2024).

Taken together, the global methodological advances and the growing African and Tanzanian
application literatures suggest both opportunity and need (Omair, 2024). Although
Bayesian sample size determination methods (assurance, posterior criteria, and decision-
theoretic calculations) offer principled ways to incorporate prior information and quantify
the probability that a study meets its goals, recent systematic reviews highlight a gap
between methodological recommendations and applied practice (Goligher et al., 2024).

According to Giovagnoli (2021), Bayesian methods have been proposed to integrate
and explore the effects of uncertainty in the assumptions used to determine the optimal
sample size when planning a study. For instance, methods such as assurance provide a
toolkit for using expert opinion or historical data to give a more complete picture of the
actual probability of success for a clinical trial and serve as a comprehensive complement
to sensitivity analysis (Lan et al., 2022). Other methods, such as Mixed Bayesian likelihood,
allow researchers to explore the cost of adopting Bayesian characteristics for the posterior
probability while still using a frequentist method for estimation or testing (Pan & Turner,
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2023). All these studies indicate that Bayesian methods can help formalise and increase
the acknowledgement and consideration of the intrinsic uncertainty in sample size
determination. However, there are no empirical studies that demonstrate the application of
Bayesian techniques for optimal sample-size determination using Tanzania Demographic
and Health Survey data.

This study aimed to illustrate a Bayesian approach to sample size determination for both
non-informative and informative priors in estimating malaria prevalence, and to compare
the resulting sample sizes using Bayesian sample size performance metrics. Markov
Chain Monte Carlo (MCMC() is a simulation method used to infer distributions in Bayesian
statistical modelling, given data and a prior distribution (Lam, 2020; Wong et al, 2021).
Secondary data from the Tanzania Demographic and Health Survey (TDHS) 2022 MIS were
used to calculate sample sizes using performance metrics (ACL, ACC, and WOC). TDHS-
MIS is a periodic survey conducted in Tanzania that serves as a source of population and
health data for stakeholders, including demographers, health policymakers, programme
managers, and research institutions.

2.0 Literature Review

2.1 Theoretical Review

This study is guided by four theories: Bayesian Sample Size determination theory, precision-
based theory, posterior probability theory, and information-criteria theory.

2.1.1 Bayesian Sample Size Determination Theory

Bayesian Sample Size determination theory provides a framework for deciding how many
observations (sample) are needed in a study within the Bayesian paradigm. It is the body
of principles and methods that define how to choose a sample size in Bayesian analysis. It is
grounded in posterior inference, decision theory, predictive distributions, and information
measures to ensure that the study yields sufficiently informative and decision-relevant
results (O’'Hagan & Stevens, 2001).

2.1.2 Precision-Based Criteria Theory

The theory illustrates that the required sample size is the minimum number of observations
needed so that the posterior distribution of the parameters achieves a specified level of
precision (usually measured by variance or credible interval width ). It describes how
many observations are needed for the posterior to be sufficiently concentrated (precise) to
make valid inferences (Joseph et al., 1997).

2.1.3 Posterior Probability Theory

Posterior Probability Theory, as articulated by Miiller and Parmigiani (1996), posits
that every unknown parameter (0) is treated as a random variable with an associated
probability distribution that is updated after observing data. The theory is grounded in
Bayesian inference, in which prior beliefs about a parameter are combined with observed
data using Bayes’ theorem to generate a posterior distribution. This posterior distribution
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reflects updated knowledge about the parameter, integrating both prior information and
empirical evidence. Posterior probability theory is instrumental in statistical inference,
providing a coherent framework for quantifying uncertainty and making decisions based
on observed data.

2.1.4 Information Criteria Theory

Information Criteria Theory focuses on designing studies and selecting statistical models
based on the amount of information they are expected to provide about unknown
parameters. Rooted in Bayesian decision theory, this theoretical stream emphasises
choosing models and sample sizes that yield sufficient information for reliable inference
(Lindley, 1956; Bernardo, 1979). In this context, information criteria guide researchers
in determining an appropriate sample size (n) that provides adequate information about
the parameter (8) while balancing model complexity and estimation precision. The theory
supports efficient and objective decision-making in model selection and research design.

2.2 Empirical Review

Chen and Fraser (2022) used Monte Carlo simulations and demonstrated the applicability
of the Bayesian approach to continuous, normally distributed data with a non-informative
prior distribution. The prior distribution was flat, and a prior intervention did not contribute
to the new study. However, the results could be easily extended to an informative prior
distribution if reliable data are available. By using a non-informative prior distribution,
researchers can design intervention studies and evaluate results within a Bayesian
framework without searching for prior data that may be inappropriate or even misleading.

Khoo et al. (2023), in their systematic review of sample size determination in Bayesian
randomised clinical trials, employed full Bayesian methods on 19,182 records, of which
8,870 were duplicates, and 10,312 were screened. 176 abstracts underwent full-text
screening, and 105 studies were selected for data extraction. Findings demonstrate a
slow increase in the number of RCTs using a Bayesian approach to analyse their primary
efficiency data from 2012 onwards, with a sharp increase during the COVID-19 pandemic
between 2020 and 2022 (50%). Results show that the most common method for sample
size determination in Bayesian randomised clinical trials was a hybrid approach (61%),
combining elements of Bayesian and frequentist theory. In comparison, 19% used a
frequentistapproach, 16% did notjustify their approach, and only 4% used a truly Bayesian
framework to calculate sample size (Mayo & Gajewski, 2024).

Sahu and Smith (2020) demonstrated the Bayesian method of sample size determination
with practical applications. They explored some of the implications of a complete Bayesian
framework for sample size determination. Their approach is general and can be used for
many problems in statistical decision-making. They found that typical non-informative prior
distributions lead to petite sample sizes. In contrast, a very informative prior distribution
also leads to a minimal sample size when the prior mean is ‘far’ from the hypothesised value
of the parameters, as revealed by (Fornacon, 2022). The sample sizes are largest when the
prior distribution is highly concentrated at the hypothesised value of the parameter (Lee
et al, 2021) and (Goligher, 2024). They felt that the Bayesian framework can incorporate
practitioners’ prior knowledge regarding the hypotheses and potential losses far more
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naturally than the frequentist framework requires, and that auditors’ views about the value
of sampling (Pan, 2023).

Brus et al. (2022) studied a Bayesian approach to sample size determination, which was
illustrated using soil health card data from Andhra Pradesh. In SSD, uncertainty about the
parameter of interest, such as the population mean or the areal fraction, can be readily
accounted for in a Bayesian approach. With the priors chosen in their study, the fully
Bayesian and mixed Bayesian-likelihood sample sizes were comparable to the frequentist
sample sizes, as measured by the average length (ALC) and average coverage (ACC) of the
credible interval (Brus et al., 2022). When the worst-outcome criterion was used, these
sample sizes were larger than the frequentist sample sizes, depending on the worst level
(the proportion of most likely data sets). However, the fully Bayesian sample sizes for the
population mean were conservative, assuming a prior sample size of 0 (Brus et al., 2022).
With more realistic prior sample sizes, the fully Bayesian sample size became substantially
smaller than the frequentist sample size (Grieve, 2022; Hopewell, 2025; Hermine,
2022). The fully Bayesian and mixed Bayesian-likelihood sample sizes are sensitive to
the hyperparameters of the prior distributions (Golchi & Heath, 2024). Vasishth et al.
(2023) demonstrated that sample sizes are robust to the choice of fitting priors, provided
the priors are non-informative and sensitive to the parameter ranges. Furthermore, the
study recommends specifying a likely range of values for a parameter and using a uniform
distribution over this interval as its sampling prior for practical purposes.

Based on these studies, there is no solid body of theoretical and empirical literature
regarding sample size determination (SSD) for Bayesian methods applied to Tanzania’s
demographic, health, and malaria survey. However, De Santis (2023) provides different
approaches for determining sample size for testing the mean of a normal distribution
with known variance. (Kruschke, 2023) and (Kruschke & Liddell, 2024) discuss parameter
estimation and use the posterior distribution as a measure of the strength of evidence.
Schonbrodt and Wagenmakers (2020) and Stefan et al. (2022) introduce Bayes factor
design analysis applied to fixed-N and sequential designs.

This study illustrates a Bayesian method for determining the optimal sample size for
Estimating Malaria prevalence in Tanzania, assuming a single imperfect test and ignoring
the test’s characteristics (sensitivity and specificity). Moreover, the study illustrated a
practical comparison of sample sizes obtained with informative and non-informative
priors for three Bayesian sample-size performance metrics (ALC, ACC, and WOC) using the
Markov Chain Monte Carlo method.

3.0 Methodology

This study adopted a quantitative design to illustrate the Bayesian method, which
enables researchers to analyse similarities and differences between informative and non-
informative priors as well as performance metrics in Bayesian sample size determination.
The primary focus was on demonstrating how optimal sample sizes are derived from the
highest posterior density (HPD) of simulated sample distributions, computed via Markov
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Chain Monte Carlo (MCMC). Secondary data from the Tanzania Demographic and Health
Survey and the Malaria Indicator Survey (2022 TDHS-MIS) were used as input. Notably, the
2022 TDHS-MIS was the first DHS programme to include a malaria component; previously,
the HIV/AIDS and Malaria Indicator Survey was conducted separately. Results showed
that 14% of Tanzanian children aged 6-59 months tested positive for malaria using Rapid
Diagnostic Tests (RDTs). Accordingly, this study applied Bayesian sample size determination
to estimate malaria prevalence among children in this age group, using THS-MIS as prior
information and TDHS-MIS as observed data.

The Bayesian framework combined analytical and simulation-based techniques via
MCMC, given the absence of explicit sample-size formulas in Bayesian analysis. Two prior
distributions were employed: a non-informative prior, serving as a general-purpose fitting
prior, and an informative prior, representing expert subjective knowledge to generate
parameter values and data. Simulated data supplemented method development by
providing measurable characteristics that facilitated sample size determination (SSD).

The analysis involved specifying a probabilistic data model by identifying the response
variable, selecting an appropriate probability distribution, and defining model parameters.
Informative and non-informative priors were formulated to represent existing knowledge
and uncertainty before observing new data. A likelihood function was constructed from
the observed data, and posterior distributions were obtained by combining priors with the
likelihood using Bayes’ theorem. Computations were performed in R with MCMC methods to
derive HPD intervals. Optimal sample sizes were determined using Bayesian performance
criteria, namely the Average Length Criterion (ALC), Average Coverage Criterion (ACC), and
Worst Outcome Criterion (WOC), to achieve a 95% posterior credible interval coverage.
This approach enabled comparison of priors and facilitated estimation of optimal sample
sizes.

4.0 Presentation and Discussion of the Findings

4.1 Presentation of Findings

This section introduces the application of Bayesian methods in sample size determination,
highlighting their relevance in modern statistical analysis where traditional formulas are
ofteninadequate. By integrating both informative and non-informative priors with observed
data, Bayesian approaches provide a flexible framework for evaluating performance
criteria and deriving optimal sample sizes. The study draws on secondary data from the
Tanzania Demographic and Health Survey and the Malaria Indicator Survey (TDHS-MIS)
to examine malaria prevalence among children aged 6-59 months. Using Markov Chain
Monte Carlo (MCMC) simulations, the analysis demonstrates how Bayesian techniques can
combine prior knowledge with empirical evidence to generate credible intervals and guide
decision-making in health research.
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Table 4.1 Optimal Sample Sizes with their Corresponding Specified Lengths

Length Different Priors Different Bayesian Sample Size
( 5 ) (a,B) Post_el;iors (Performance metrics)
10 (@.B) ALC ACC | WOC (95%)
Informative prior Beta (7,54) Beta (13,107) 15700 16000 38000
L Non-Informative Prior Beta (1,1) |Beta (10,55) 18600 19000 38400
Informative prior Beta (7,54) Beta (13,107) 3900 3700 9500
Z Non-Informative Prior Beta (1,1) |Beta (10,55) 4600 4760 9540
Informative prior Beta (7,54) Beta (13,107) 1660 1700 4200
= Non-Informative Prior Beta (1,1) |Beta (10,55) 2010 2100 4300
Informative prior Beta (7,54) Beta (13,107) 880 900 2300
e Non-Informative Prior Beta (1,1) |Beta (10,55) 1110 1100 2400
Informative prior Beta (7,54) Beta (13,107) 520 530 1400
= Non-Informative Prior Beta (1,1) |Beta (10,55) 690 710 1480

Source: Field study, 2025

Average Length Criterion (ALC); Average Coverage Criterion (ACC); Worst Outcome (WOC)
Criterion. Table 4.1 shows the optimal sample sizes obtained from three Bayesian Sample
size criteria (WOC, ACC, ALC) when using an Informative prior for the Beta(7, 54) parameter
and a non-informative Beta (1, 1) prior. WOC yields the largest sample size among ACC, ALC,
and WOC, regardless of the specified length. The difference in optimal sample size across
the criteria decreases as the specified length increases, with ACC and ALC approaching
WOC. Also, the gap between WOC and other criteria is wider when the specified length is
greater than for other specified lengths.

60000

Optimal sample size for different lengths with Informative

Prior Beta (7,54)

0.1 0.2 0.3 0.4 0.5
Specified Length (1)

40000

20000

Optimal Sample Size

— QCC e G(C em—WWOC

Figure 4.1: Optimal sample size for different 1 with Informative Prior Beta (7, 54)
Source: Field study, 2025

Figure 4.1 shows plots of optimal sample sizes obtained from three Bayesian sample size
criteria (WOC, ACC, ALC) when using an informative prior for the Beta (7,54) parameter.
WOC yields the largest sample size among ACC, ALC, and WOC, regardless of the specified
length. The difference in optimal sample size across the criteria decreases as the specified
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length increases, with ACC and ALC approaching WOC. Also, the gap between WOC and
other criteria is wider when the specified length is greater than 3 than when it is less than
3.

60000
Optimal Sample size for different lengths with non-

2 informative Prior Beta (1,1)
E 40000
o
£
IS
£ 20000
I \
fe)

0.1 0.2 0.3 0.4 0.5
e 3CC === alC === WOC Specified length (l)

Figure 4.2: Optimal Sample Size for Different I with Non-informative Prior Beta (1, 1)
Source: Field study, 2025

Figure 4.2 shows a plot of optimal sample sizes obtained from three Bayesian Sample size
criteria (WOC, ACC, ALC) when using a non-informative prior for the Beta (1,1) parameter.
The WOC yields the maximum sample size among both ACC and ALC, regardless of the
specified length. The gap between the optimal sample across the criteria decreases as the
specified length increases, with ACC and ALC approaching WOC. Also, the gap between
WOC and other criteria is wider when the specified length is greater than 3 than when it is
less than 3.

Optimal sample size for different lengths for

50000 both priors distributions

40000 Type of prior distribution =+=0.1 =8=0.2 =03 =x=04 e=he=0.5

30000

20000

10000

acc... alc woc acc... alc woc

Figure 4.3: Optimal Sample Size for Different Specified Lengths for both Priors’ Distributions
Source: Field study, 2025

Figure 4.3 shows a plot of optimal sample sizes obtained from three Bayesian Sample size
criteria (WOC, ACC, ALC) for both non-informative and informative priors. The WOC yields
the largest sample size among ACC and ALC, regardless of the specified prior length and
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type. The gap between optimal samples across criteria decreases as the specified length
increases and as the prior moves from non-informative to informative. Optimal sample sizes
obtained by ACC and ALC are closer to each other than those obtained by WOC, irrespective
of the specified prior length and type. Also, the gap between WOC and other criteria (ACC
and ALC) is wider when the specified length is greater than three compared to other sizes
of specified lengths for all types of priors.

4.2. Discussion of the Findings

There are many uncertainties in Sample Size Determination (SSD), so approximate
methods must be employed within any theoretical framework. This paper has explored
some implications within a Bayesian framework for SSD, demonstrating that the approach
is general and can be used to address many problems in statistical decision-making. The
study found that typical non-informative prior distributions require large sample sizes. In
contrast, a very informative prior distribution also leads to a minimal sample size when
the prior mean is ‘far’ from the estimated value of the parameter. The sample sizes were
largest when the prior distribution was very strongly concentrated around the estimated
parameter value. These results have been shown both theoretically and numerically.

The primary objectives of the study were to illustrate the appropriate Bayesian methods
(paradigm) for optimal sample size determination for estimation of disease (malaria)
prevalence, to assess difference between optimal sample sizes obtained when using
informative and non- informative prior’s distributions and to assess difference among
optimal sample sizes obtained when using Bayesian sample size performance metrics
(ALC, ACC and WOC). The study has illustrated that appropriate Bayesian procedures for
sample size determination include formulating a data model, selecting a prior distribution,
observing data, constructing a likelihood function, constructing a posterior distribution
and HPD, and finally calculating optimal sample sizes based on Bayesian Sample Size
criteria by adjusting the highest posterior density.

The study found that, when using informative rather than non-informative prior
distributions, the optimal sample size differs by almost 19% for the ACC and ALC criteria
and by 2% for the WOC criterion. Also, the informative prior leads to smaller optimal
sample sizes than a non-informative prior across all Bayesian Sample size criteria. This
shows that using an informative prior distribution to determine the sample size yields a
better estimate of the desired sample size.

Finally, the study found differences in the optimal sample sizes obtained using the Bayesian
sample size criteria. When using an informative prior, the optimal sample sizes obtained via
WOC are approximately 1.5 times larger than those obtained via ACC and ALC. Moreover,
ACC’s optimal sample size is, on average, 2% greater than ALC’s. WOC yields an optimal
sample size that is twice the ACC and ALC when using a non-informative prior. Also, ACC’s
optimal sample size is, on average, 3% larger than ALC’s. The results concur with those
of Brus et al. (2022): the fully Bayesian and mixed Bayesian-likelihood sample sizes were
equal across all districts, and the mixed Bayesian-likelihood sample sizes were equal to the
fully Bayesian sample sizes. The sample sizes were 234, 274, and 366 for ALC, ACC, and
WOC, respectively (Cao et al., 2009).

Peter Aron Kanyelele



Applicability of the Bayesian Sample Size Determination in Tanzania’s Demographic, Health, and Malaria Survey | 125

5.0 Conclusion

The primary objective of this research was to illustrate appropriate Bayesian procedures
for determining sample size in estimating disease prevalence. The results suggest that
the optimal sample sizes obtained are not similar, not only because of the choice of prior
parameters or the specified length, but also because of the choice between Bayesian sample-
size performance metrics that average over the predictive distribution of the unknown
data. The WOC criterion depends on the degree of risk that a researcher is willing to take in
a study. The convention of reporting 95% intervals regardless of the data seems to favour
ALC, since it provides a smaller sample size than WOC and ACC. Also, prior information can
practically be utilised to improve Bayesian sample size estimation, as the estimated sample
size decreases when moving from a non-informative to an informative prior.

6.0 Recommendations

Based on the study’s findings, great attention is paid to the adoption and use of Bayesian
sample size determination techniques with informative priors, as they yield sample sizes
that are both sufficient and efficient for achieving a set of goals, as illustrated by the
statistical simulation results.

The Bayesian approach provides greater predictive power than classical/frequentist
methods. It uses probability to make a posterior decision under realistic parameter values
by averaging over a designed prior, which is helpful for disease-prevalence research by
region and time.

Also, it is recommended that the choice of Bayesian sample-size performance metrics
remain a matter of individual curiosity or be determined by the particular situation. For
instance, when it is significant to accommodate a possible, though unlikely, catastrophic
data set, then WOC might be used. It is possible to compute sample sizes across a range of
criteria and select a sample size and criterion based on information from all calculations.

This paper has presented a prospect for further study on the application of Bayesian
techniques to determine optimal sample sizes in disease-prevalence studies when a single
imperfect test is used. Consequently, the study has opened the door to further research
on various applications of Bayesian methods, such as data mining and machine learning,
for solving statistical problems, since the present study focused only on estimating the
sample size to estimate the prevalence of the disease (Malaria). Therefore, the findings
from this study may provide opportunities for other researchers to apply and develop
Bayesian techniques across different areas, given recent advances in Bayesian computing
algorithms. Also, more studies on Bayesian sample size should be conducted, particularly
in tropical disease prevalence studies and those designed to estimate the sensitivity and
specificity of diagnostic tests, to provide more room for the adoption of Bayesian statistical
applications in real-world problems.

Peter Aron Kanyelele



126 | Journal of Public Sector Management, Vol. No. 9, Issue 1, December 2025

References

Butler, C. C., Hobbs, F. D. R,, Gbinigie, O. A,, Rahman, N. M., Hayward, G., & Richards, D. B. (2023).
Molnupiravir plus usual care versus usual care alone as early treatment for adults with
COVID-19 at increased risk of adverse outcomes (PANORAMIC): An open-label, platform-
adaptive randomised controlled trial. The Lancet, 401(10373), 281-293. https://doi.

org/10.1016/S0140-6736 (22)02597-1

Blackwell, S. E., Schonbrodt, F. D., Woud, M. L., Wannemiiller, A., Bektas, B. B, & Rodrigues, M.
(2023). Demonstration of a ‘leapfrog’ randomized controlled trial as a method to accelerate
the development and optimization of psychological interventions. Psychological Medicine,
53(15), 6113-6123. https://doi.org/10.1017/S003329172200390X

Brard, C,, Teuff, G. L., Deley, M. C., & Hampson, L. V. (2017). Bayesian survival analysis in clinical
trials: What methods are used in practice? Clinical Trials, 14(1), 78-87. https://doi.
org/10.1177/1740774516669184

Brus, D. J., Kempen, D., Rossiter; B. S., & Donald, A. . (2022). Bayesian approach for sample size
determination, illustrated with Soil Health Card data of Andhra Pradesh (India). Geoderma,
405,115396. https://doi.org/10.1016/j.geoderma.2021.115396

Cao, ], Lee, ]. J., & Alber, S. (2009). Comparison of Bayesian sample size criteria: ACC, ALC,
and WOC. Journal of Statistical Planning and Inference, 139(12), 4111-4122. https://doi.
org/10.1016/j.jspi.2009.04.002

Chen, D. G., & Fraser, M. W. (2022). A Bayesian perspective on intervention research: Using prior
information in the development of social and health programs. Journal of the Society for
Social Work and Research, 8. Advance online publication. https://doi.org/10.1086/693432.

DavidsonPilon, C. (2015). Bayesian methods for hackers: Probabilistic programming and Bayesian
inference. AddisonWesley Professional.

De Santis, F. (2023). Statistical evidence and sample size determination for Bayesian hypothesis
testing. Journal of Statistical Planning and Inference, 124(1), 121-144. https://doi.
org/10.1016/S03783758(03)001988

Joseph, L., du Berger, R., & Bélisle, P. (1997). Bayesian and frequentist sample size determination.
The Statistician, 46(2), 209-226. https://doi.org/10.1111/1467-9884.00074

Golchi, S., & Willard, J. J. (2024). Estimating the sampling distribution of posterior decision
summaries in Bayesian clinical trials. Biometrical Journal, 66(8).

Goligher, E., Heath, A. C., & Harhay, M. 0. (2024). Bayesian statistics for clinical research. The
Lancet, 10457, 1067-1076.

Gosoniu, L., Veta, A. M., & Vounatsou, P. (2010). Bayesian geostatistical modeling of malaria
indicator survey in Angola. PLoS ONE, 5(3), €9322. https://doi.org/10.1371/journal.
pone.0009322

Gosoniu, L., Vounatsou, P, Sogoba, N., & Smith, T. (2012). Spatially explicit burden estimates of
malaria in Tanzania. PLoS ONE.

Giovagnoli, A. (2021). The Bayesian design of adaptive clinical trials. International Journal of
Environmental Research and Public Health, 2, 530.

Peter Aron Kanyelele



Applicability of the Bayesian Sample Size Determination in Tanzania’s Demographic, Health, and Malaria Survey | 127

Gharbharan, A, Jordans, C., Zwaginga, L., Papageorgiou, G., Geloven, N., & Wijngaarden, P. (2023).
Outpatient convalescent plasma therapy for highrisk patients with early COVID19: A
randomized placebocontrolled trial. Clinical Microbiology and Infection, 2, 208-214.

Grieve, A. P. (2022). Hybrid frequentist/Bayesian power and Bayesian power in planning clinical
trials. Chapman & Hall/CRC.

FornaconWood, [, Mistry, H., JohnsonHart, C., FaivreFinn, C,, O’Connor, J. P. B, & Price, G.]. (2022).
Understanding the differences between Bayesian and frequentist statistics. International
Journal of Radiation OncologyBiologyPhysics, 112(5), 1076-1082.

Harrell, F. (2020). Continuous learning from data: No multiplicities from computing and using
Bayesian posterior probabilities as often as desired. Retrieved from https://www.fharrell.
com/post/bayes-seq

Hopewell, S., Chan, A.W,, Collins, G. S., Hrébjartsson, A., Moher, D., & Schulz, K. F. (2025). CONSORT
2025 statement: Updated guideline for reporting randomized trials. BMJ, 14, e081123.

Kadam, P, & Bhalerao, S. (2010). Sample size calculation. International Journal of Ayurveda
Research, 1(1), 55-57. https://doi.org/10.4103/09747788.59946

Khoo, S. H., FitzGerald, R., Saunders, G., Middleton, C., Ahmad, S., & Edwards, C. J. (2023).
Molnupiravir versus placebo in unvaccinated and vaccinated patients with early SARSCoV?2
infection in the UK (AGILE CST2): A randomized, placebocontrolled, doubleblind, Phase 2
trial. The Lancet Infectious Diseases, 2, 183-195.

Kruschke, J. K. (2023). Bayesian estimation supersedes the t test. Journal of Experimental
Psychology: General, 142(2), 573. https://doi.org/10.1037 /20029146

Kruschke, J. K, & Liddell, T. M. (2024). The Bayesian new statistics: Hypothesis testing,
estimation, metaanalysis, and power analysis from a Bayesian perspective. Psychonomic
Bulletin & Review, 25(1), 178-206. https://doi.org/10.3758/s13423-016-1221-4

Kunzmann, K., Grayling, M. |, Lee, K. M., Robertson, D. S., Rufibach, K., & Wason, ]J. (2020). Code
for a review of Bayesian perspectives on sample size derivation for confirmatory trials.
https://doi.org/10.5281/zenodo0.3899943.

Kunzmann, K., Grayling, M. ]., Lee, K. M., Robertson, D. S., Rufibach, K., & Wason, J. M. S. (2021).
A review of Bayesian perspectives on sample size derivation for confirmatory trials. The
American Statistician, 75(4), 424-432.

Lam, P. (2020). MCMC methods: Gibbs sampling and the MetropolisHastings algorithm. Harvard
University.

Lan, ], Plint, A. C,, Dalzie], S. R, Klassen, T. P, Offringa, M., & Heath, A. (2022). Remote, realtime
expert elicitation to determine the prior probability distribution for Bayesian sample
size determination in international randomized controlled trials: Bronchiolitis in infants
placebo versus epinephrine and dexamethasone (BIPED) study. Trials, 23, 279.

Lee,].]., &Yin, G. (2021). Principles and reporting of Bayesian trials. Journal of Thoracic Oncology,
16(1), 30-36.

Lindley, D. V. (1972). Bayesian statistics: A review. SIAM.

Peter Aron Kanyelele



128 | Journal of Public Sector Management, Vol. No. 9, Issue 1, December 2025

Mayo, M. S., & Gajewski, B. ]. (2024). Bayesian sample size calculations in Phase II clinical trials
using informative conjugate priors. Controlled Clinical Trials, 25(2), 157-167.

March.Sathian, B., Sreedharan, |., & Mittal, A. (2012). Importance of sample size calculation in
the original medical research articles from developing countries. [Journal / Publication
details not given]

Miiller, P, & Parmigiani, G. (1996). Bayesian analysis of tests with stopping rules. Biometrika,
82(2),381-393. https://doi.org/10.1093 /biomet/82.2.381

O’Hagan, A, & Stevens, ]. W. (2001). Bayesian sample size determination and the value of
information. The Statistician, 50(1), 41-60. https://doi.org/10.1111/1467-9884.0024

Pan, J., & Banerjee, S. (2023). Bayes assurance: An R package for calculating sample size and
Bayesian assurance. The R Journal / arXiv.

Reis, G., Augusto dos Santos Moreira Silva, E., Carla Medeiros Silva, D., Thabane, L., Santiago
Ferreira, T, Vitor, & Quirino dos Santos, C. (2024). Effect of spirulina on risk of hospitalization
among patients with COVID19: The TOGETHER randomized trial. American journal of
Clinical Nutrition, 3, 602-609.

Sahuy, S. K, & Smith, T. M. F. (2020). A Bayesian method of sample size determination with
practical applications. Journal of the Royal Statistical Society: Series A (Statistics in Society),
169(2), 235-253.

Schonbrodt, F. D.,, & Wagenmakers, E.-]. (2020). Bayes factor design analysis: Planning for
compelling evidence. Psychonomic Bulletin & Review, 25(1), 128-142. https://doi.
org/10.3758/s134230171230

Semakula, M,, et al. (2023). Spatialtemporal Bayesian models for malaria risk using survey and
routine data. [Journal / Publication details not given]

Stefan, A. M., Gronau, Q. F, Schénbrodt, F. D., & Wagenmakers, E.-]. (2022). A tutorial on Bayes
factor design analysis using an informed prior. Behavior Research Methods, 1-17. https://
doi.org/10.3758/s13428018011898

Tanzania DHSMIS. (2022). Key findings (English). Government of Tanzania; United States
Agency for International Development (USAID); Global Affairs Canada; Irish Aid; United
Nations Children’s Fund (UNICEF); United Nations Population Fund (UNFPA). Retrieved
from https://dhsprogram.com/publications/publication-SR233-Summary-Reports-Key-
Findings.cfm

Vasishth, S., Yadav, H., Schad, D. ], & Nicenboim, B. (2023). Sample size determination for
Bayesian hierarchical models commonly used in psycholinguistics. Computational Brain &
Behavior, 6,102126. https://doi.org/10.1007/s4211302100125

Wilson, K. ]. (2022). Bayesian sample size determination for diagnostic studies. Wong, C. H., Siah,
K. W, & Lo, A. W. (2021). Estimation of clinical trial success rates and related parameters.
Biostatistics, 20, 273-286. https://doi.org/10.1093 /biostatistics /kxx069.

Peter Aron Kanyelele



